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Abstract

We present an overview of the recent advances in the theory of parabolic equa-

tions with nonstandard anisotropic growth conditions. The presentation includes

the existence theorems in the variable exponents Sobolev spaces and a description

of the properties of propagation of disturbances from the data, intrinsic for solutions

of such equations.
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1 Introduction

This text is based on the lecture notes from the short course given by the second author at

the Second Summer School on the p-Laplace operator held at Jaca, September 20-22 of 2010.

The intention of the authors is to offer a brief overview of the recent advances in the theory of

evolution equations of the p(x, t)-Laplace type.

In the recent years, the theory of PDEs with variable nonlinearity, often termed PDEs with

nonstandard growth conditions, has been developing very actively and already accounts for a

series of important results. In these notes we collect the results related to the homogeneous

Dirichlet problem for the evolution p(x, t)-laplacian

ut = div
(
|∇u|p(x,t)−2∇u

)
(1.1)
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and its generalizations. We are specially interested in the case when the exponent of nonlinearity

depends on the time variable t.

The presentation mostly follows the original results by the authors. In Section 2 we introduce

the variable exponent Lebesgue and Sobolev spaces, recall the basic properties of the functions

from these spaces, and prove some auxiliary results. In Section 3 we prove the existence theorems

to the Dirichlet problem for an equation generalizing the evolution p(x, t)-laplacian. The proof

uses the classical Faedo-Galerkin scheme and relies on the monotonicity of the diffusion part of

the equation in a suitable function space prompted by the equation. Another approach to the

proof of existence is presented in Section 4: a solution is obtained as the limit of a sequence of

solutions to the singularly perturbed equations. Both methods work only in the case when the

smooth functions are dense in the main variable exponent Sobolev space, which leads to certain

continuity requirements on the variable exponents of nonlinearity. We provide extensions of the

main existence theorem to equations with nonlinear reaction terms growing at infinity. For the

rapidly growing reaction terms the solution need not exist globally in time, but can be continued

to the maximal time interval where it remains bounded - see Section 5.

The solution is always understood as energy solution (see Definition 3.1 below). Solutions

of this type possess intrinsic propagation properties not displayed by the solutions of equations

with constant and isotropic nonlinearity. These properties are briefly discussed in Section 6.

In the concluding Section 7 we collect references to the works devoted to the questions of

the theory of PDEs with variable nonlinearity which do not fall into the scope of these notes.

1.1 Formulation of the problem.

Let Ω ⊂ R
n be a bounded simple-connected domain and 0 < T < ∞. We consider the

Dirichlet problem for the parabolic equation





ut −
∑

i

Di

(
|Diu|

pi(z)−2Diu
)
+ d(z, u) = 0 in Q,

u = 0 on Γ, u(x, 0) = u0(x) in Ω,

(1.2)

where z = (x, t) ∈ Q ≡ Ω × (0, T ], Γ is the lateral boundary of the cylinder Q, Di denotes the

partial derivative with respect to xi. The term d(·, ·) is a Carathodory functions (defined for

(z, r) ∈ Q × R, measurable in z for every r ∈ R, continuous in r for a.a. z ∈ Q). We assume

that d is subject to the following growth conditions:

∀ (z, r) ∈ Q× R |d(z, r)| ≤ d0|r|
λ−1 + hd(z), (1.3)

with positive constants d0, λ > 1, and a function

hd(z) ∈ Lλ′

(Q), λ′ =
λ

λ− 1
. (1.4)

The exponents of nonlinearity pi(z) are given functions, continuous in Q and separated away

from zero and infinity:
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pi(z) ⊂ (p−i , p
+
i ) ⊆ (p−, p+) ⊂ (1,∞), (1.5)

with finite constants p±, p±i > 1.

For the sake of simplicity of presentation, we confine the further study to the model equation

(1.2). Nonetheless, the arguments below are applicable to more complicated equations with

variable coefficients.

2 The function spaces

2.1 Orlicz-Sobolev spaces Lp(·)(Ω) and W
1,p(·)
0 (Ω): definitions and basic properties

Let Ω ⊂ R
n be a bounded domain, with Lipschitz–continuous boundary ∂Ω and assume that

p(x) is continuous with the logarithmic module of continuity:

∀ z, ζ ∈ QT , |z − ζ| < 1,
∑

i

|pi(z)− pi(ζ)| ≤ ω(|z − ζ|), (2.1)

where

lim
τ→0+

ω(τ) ln
1

τ
= C < +∞.

By Lp(·)(Ω) we denote the space of measurable functions f(x) on Ω such that

Ap(·)(f) =

∫

Ω

|f(x)|p(x) dx <∞.

The space Lp(·)(Ω) equipped with the norm (the Luxemburg norm)

‖f‖p(·),Ω ≡ ‖f‖Lp(·)(Ω) = inf
{
λ > 0 : Ap(·) (f/λ) ≤ 1

}

becomes a Banach space. The Banach space W
1, p(·)
0 (Ω) with p(x) ∈ [p−, p+] ⊂ (1,∞) is defined

by





W
1, p(·)
0 (Ω) =

{
u ∈ Lp(·)(Ω) : |∇u|p(x) ∈ L1(Ω), u = 0 on ∂Ω

}
,

‖u‖
W

1,p(·)
0 (Ω)

= ‖∇u‖p(·),Ω.
(2.2)

A thorough discussion of the variable exponent Lebesgue and Sobolev spaces can be found

in the monograph [28]. We limit ourselves by mentioning the basic properties of the spaces

W
1,p(·)
0 (Ω) used in the rest of this paper.

• The space W 1,p(·)(Ω) is separable and reflexive, provided that p(x) ∈ C0(Ω).

• If condition (2.1) is fulfilled, then C∞
0 (Ω) is dense in W

1, p(·)
0 (Ω), which can be defined as

the completion of C∞
0 (Ω) with respect to the norm (2.2). The density of smooth functions in

the space W
1,p(·)
0 (Ω) is crucial for the further proceeding. The condition of log-continuity of

p(x) is the best known and the most frequently used sufficient condition for the density of C∞
0

in W
1,p(x)
0 (Ω) - [35, 38] (see also [27]). Although it is not necessary and can be substituted by
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other conditions (see [30, 32, 38], for example), we keep it throughout the paper for the sake of

simplicity of presentation.

• It follows directly from the definition of the norm that

min
(
‖f‖p

−

p(·) , ‖f‖
p+

p(·)

)
≤ Ap(·)(f) ≤ max

(
‖f‖p

−

p(·) , ‖f‖
p+

p(·)

)
. (2.3)

• Hölder’s inequality. For all f ∈ Lp(·)(Ω), g ∈ Lp′(·)(Ω) with

p(x) ∈ (1,∞), p′(x) =
p(x)

p(x)− 1

the following inequality holds:

∫

Ω

|f g| dx ≤

(
1

p−
+

1

(p′)−

)
‖f‖p(·) ‖g‖p′(·) ≤ 2 ‖f‖p(·) ‖g‖p′(·) . (2.4)

2.2 Spaces Lp(·,·)(Q) and anisotropic space W(Q)

For every fixed t ∈ [0, T ] we introduce the Banach space

Vt(Ω) =
{
u(x) ∈ L2(Ω) ∩W 1,1

0 (Ω) : |Diu(x)|
pi(x,t) ∈ L1(Ω)

}
,

‖u‖Vt(Ω) = ‖u‖2,Ω +
∑

i

‖Diu‖pi(·,t),Ω,

and denote by V′
t(Ω) its dual. For every t ∈ [0, T ] the inclusion

Vt(Ω) ⊂ X =W 1,p−

0 (Ω) ∩ L2(Ω)

holds, which is why Vt(Ω) is reflexive and separable as a closed subspace of X.

By W(Q) we denote the Banach space

W(Q) =
{
u ∈ L2(Q) : |Diu|

pi(x,t) ∈ L1(Q), u(·, t) ∈ Vt(Ω) for a.e. t ∈ (0, T )
}
,

‖u‖W(Q) =
∑

i

‖Diu‖pi(·),Q + ‖u‖2,Q.

W′(QT ) is the dual of W(QT ) (the space of linear functionals over W(QT )):

w ∈ W′(Q) ⇐⇒





∃w = (w0, w1, . . . , wn), w0 ∈ L2(Q), wi ∈ Lp′i(·)(Q),

∀φ ∈ W(Q) 〈〈w,φ〉〉 =

∫

Q

(
w0φ+

∑

i

wiDiφ

)
dz.

The norm in W′(Q) is defined by

‖v‖W′(Q) = sup
{
〈〈v, φ〉〉|φ ∈ W(Q), ‖φ‖W(Q) ≤ 1

}
.
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2.3 Formulas of integration by parts in t

Set

V+(Ω) =
{
u(x)| u ∈ L2(Ω) ∩W 1,1

0 (Ω), |∇u| ∈ Lp+(Ω)
}
.

Since V+(Ω) is separable, it is a span of a countable set of linearly independent functions

{ψk} ⊂ V+(Ω). It is convenient to choose for {ψk} the system of eigenfunctions of the operator

(ψj , w)Hs
0 (Ω) = λj(ψj , w)L2(Ω) ∀w ∈ Hs

0(Ω) (2.5)

with
s− 1

n
≥

1

2
−

1

p+
.

For such s the embedding Hs
0(Ω) ⊂W 1,p+

0 (Ω) is continuous.

Let ρ be the Friedrichs’ mollifying kernel

ρ(s) =




κ exp

(
− 1

1−|s|2

)
if |s| < 1,

0 if |s| > 1,
κ = const :

∫

Rn+1

ρ(z) dz = 1.

Given a function v ∈ L1(Q), we extend it to the whole Rn+1 by a function with compact support

(keeping the same notation for the continued function) and then define

vh(z) =

∫

Rn+1

v(s)ρh(z − s) ds with ρh(s) =
1

hn+1
ρ
( s
h

)
, h > 0.

Proposition 2.1 ([38]) If u ∈ W(Q) with the exponents pi(z) satisfying (2.1) in Q, then

‖uh‖W(Q) ≤ C
(
1 + ‖u‖W(Q)

)
and ‖uh − u‖W(Q) → 0 as h→ 0.

Proposition 2.2 Let pi(z) satisfy condition (2.1) in Q. Then the set {ψk} is dense in Vt(Ω)

for every t ∈ [0, T ].

Proof. For every u ∈ Vt(Ω) there is a sequence uδ(·, t) ∈ C∞(Ω) such that suppuδ(·, t) ⊂⊂ Ω

and ‖u − uδ‖Vt(Ω) → 0 as δ → 0. Such a sequence is obtained via convolution of u with the

Friedrics’s mollifiers. Since uδ ∈ C∞
0 (Ω) ⊂ V+(Ω) and {ψm} is dense in V+(Ω), one may choose

constants cm such that

u
(k)
δ ≡

k∑

m=1

cmψm(x) → uδ strongly in V+(Ω) as δ → 0.

Given an arbitrary ǫ > 0, ‖uδ − u
(k)
δ ‖V+(Ω) < ǫ for all k ∈ N from some k(ǫ) on. By (2.4)

‖uδ − u
(k)
δ ‖Vt(Ω) ≤ C ‖uδ − u

(k)
δ ‖V+(Ω) ≤ C ǫ

with a constant C = C(n, |Ω|, p±) independent of ǫ. It follows that for all sufficiently large k

and small δ
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‖u− u
(k)
δ ‖Vt(Ω) ≤ ‖u− uδ‖Vt(Ω) + ‖uδ − u

(k)
δ ‖Vt(Ω) < 2 ǫ ∀ t ∈ [0, T ].

�

Proposition 2.3 For every u ∈ W(Q) there is a sequence {dk(t)}, dk(t) ∈ C
1[0, T ], such that

∥∥∥∥∥u−
m∑

k=1

dk(t)ψk(x)

∥∥∥∥∥
W(Q)

→ 0 as m→ ∞.

Proof. (a) Let us first prove the assertion for u ∈ C∞(0, T ;C∞
0 (Ω)). Let us represent

u =

∞∑

i=1

ui(t)ψi(x), ui(t) = (u(x, t), ψi(x))Hs
0 (Ω). (2.6)

For every t ∈ [0, T ]

‖u‖2Hs
0 (Ω)(t) =

∞∑

i=1

u2i (t) <∞. (2.7)

Consider the sequence u(m) =
∑m

i=1 ui(t)ψi(x). For every t ∈ [0, T ]

φm(t) ≡ ‖u− u(m)‖2Hs
0(Ω)(t) =

∞∑

i=m+1

u2i (t) → 0 as m→ ∞

because of (2.7). The sequences {φm(t)} and {φ
p+

2
m (t)} are monotone decreasing, nonnegative,

and tend to zero as m→ ∞. By the monotone convergence theorem

‖u− u(m)‖
p+

2

L
p+

2 (0,T ;Hs
0(Ω))

=

∫ T

0
φ

p+

2
m (τ) dτ → 0,

∫ T

0
φm(t) dt → 0 as m→ ∞.

Let v ∈ C∞([0, T ];C∞
0 (Ω)). Combining (2.3) with (2.4) and using the inequalities p− ≤ p−i ≤

p+i ≤ p+, we may estimate

‖Div‖
p+

pi(·),Q
≤ C max





∫

Q

|Div|
p+ dz,

(∫

Q

|Div|
p+ dz

) p
−

i

p
+
i





≤ C




‖Div‖

p−

p+,Q
if ‖Div‖p+,Q < 1,

‖Div‖
p+

p+,Q
otherwise,

≤ C



∫ T

0
‖∇v‖p

+

p+,Ω
(t) dt+

(∫ T

0
‖∇v‖p

+

p+,Ω
(t) dt

) p−

p+


 ,

(2.8)

whence

‖v‖W(Q) ≤ ‖v‖2,Q + C

(∫ T

0
‖v‖p

+

W
1,p+

0 (Ω)
dt

) p−

p+
1

p+


1 +

(∫ T

0
‖v‖p

+

W
1,p+

0 (Ω)
dt

) p+−p−

(p+)2




≤ C1‖v‖L2(0,T ;Hs
0(Ω)) + C2

(∫ T

0
‖v‖p

+

Hs
0 (Ω) dt

) p−

p+
1

p+


1 +

(∫ T

0
‖v‖p

+

Hs
0 (Ω) dt

) p+−p−

(p+)2


 .
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Letting v = u− u(m) we finally have:

‖u− u(m)‖W(Q) ≤ C̃

∫ T

0
φm(t) dt

+ C̃1

(∫ T

0
φ

p+

2
m (t) dt

) p−

(p+)2


1 +

(∫ T

0
φ

p+

2
m (t) dt

) p+−p−

(p+)2


→ 0 as m→ ∞.

(b) Let now u ∈ W(Q), and let {uδ} be the sequence of mollifications, uδ ∈ C∞([0, T ];C∞
0 (Ω)).

Given an arbitrary ǫ > 0, we take δ such that ‖u− uδ‖W(Q) < ǫ and approximate uδ using item

(a):
∥∥∥u− u

(m)
δ

∥∥∥
W(Q)

≤ ‖u− uδ‖W(Q) + ‖uδ − u
(m)
δ ‖W(Q) < 2ǫ

with

u
(m)
δ =

m∑

i=1

di(t)ψi(x), di(t) = (uδ , ψi)Hs
0 (Ω) ∈ C∞[0, T ].

�

Proposition 2.4 Let in the conditions of Proposition 2.1 ut ∈ W′(Q). Then (uh)t ∈ W′(Q),

and for every ψ ∈ W(Q)

〈〈(uh)t, ψ〉〉 → 〈〈ut, ψ〉〉 as h→ 0.

Proof. By the definition of W′(Q) there exist φ0 ∈ L2(Q), φi ∈ Lp′i(·)(Q) such that 〈〈ut, ψ〉〉 =

(φ0, ψ)2,Q +
∑

i(φi,Diψ)2,Q, ∀ψ ∈ W(Q). Without loss of generality we assume that the func-

tions u and φi (i = 0, 1, . . . , n) are continued to the whole of Rn+1 by functions with compact

supports. By the definition

|(ut)h| = |〈〈ut, ρh〉〉| ≤ ‖ut‖W′‖ρh‖W ≤ C(h), |(uh)t| = |(u, (ρh)t)2| ≤ ‖u‖2‖(ρh)t‖2 ≤ C(h),

whence ∂τ (u(y, τ) ρh(x− y, t− τ)) ∈ L1(Rn+1) for every (x, t) ∈ R
n+1 and

∫

Rn+1

∂τ (u(y, τ) ρh(x− y, t− τ)) dydτ = 0.

It follows that for every (x, t) ∈ R
n+1

(uh)t = ∂t(u ∗ ρh)(x, t) = u ∗ (ρh)t(x, t) = −

∫
u(y, τ)(ρh)τ (x− y, t− τ) dydτ

= −

∫
∂τ (u ρh) dydτ +

∫
uτ (y, τ) ρh(x− y, t− τ) dydτ = (ut ∗ ρh)(x, t) = (ut)h.

For every ψ ∈ W(Q), continued by zero to R
n+1,

〈〈(uh)t, ψ〉〉 =

∫
(ut)hψ dz =

∫
utψh dz =

∫ (
φ0ψh +

∑

i

φiDiψh

)
dz

=

∫ (
(φ0)hψ +

∑

i

(φi)hDiψ

)
dz → 〈〈ut, ψ〉〉 as h→ 0

by virtue of Proposition 2.1. �
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Proposition 2.5 (Integration by parts) Let v,w ∈ W(Q) and vt, wt ∈ W′(Q) with the

exponents pi(z) satisfying (2.1) in Q. Then

∀ a.e. t1, t2 ∈ (0, T ]

∫ t2

t1

∫

Ω
v wt dz +

∫ t2

t1

∫

Ω
vt w dz =

∫

Ω
v w dx

∣∣∣
t=t2

t=t1
.

Proof. Let t1 < t2. Take

χk(t) =





0 for t ≤ t1,

k(t− t1) for t1 ≤ t ≤ t1 +
1
k
,

1 for t1 +
1
k
≤ t ≤ t2 −

1
k
,

k(t2 − t) for t2 −
1
k
≤ t ≤ t2,

0 for t ≥ t2.

For every k ∈ N and h > 0

0 =

∫

Q

(vhwhχk)t dz ≡

∫

Q

(vhwh)tχk dz − k

∫ θ

θ− 1
k

∫

Ω
vhwh dz

∣∣∣
θ=t2

θ=t1
.

The last two integrals on the right-hand side exist because vh, wh ∈ L2(Q). Letting h → 0, we

obtain the equality

lim
h→0

∫

Q

(vh (wh)t + (vh)twh)χk(t) dz = k

∫ t2

t2−
1
k

∫

Ω
v w dz − k

∫ t1+
1
k

t1

∫

Ω
v w dz.

According to Propositions 2.1, 2.4 vh → v in W(Q), (wh)t = (wt)h → wt weakly in W′(Q) as

h→ 0, and ‖v‖W, ‖(wh)t‖W′ are uniformly bounded. It follows that

lim
h→0

∫

Q

vh (wh)t χk(t) dz = lim
h→0

∫

Q

(vh − v)(wh)tχk(t) dz

+ lim
h→0

∫

Q

v ((wh)t − wt)χk(t) dz +

∫

Q

v wt χk(t) dz =

∫

Q

v wtχk(t) dz.

In the same way we check that

lim
h→0

∫

Q

(vh)t wh χk(t) dz =

∫

Q

v wtχk(t) dz.

By the Lebesgue differentiation theorem

∀ a.e. θ > 0 lim
k→0

k

∫ θ

θ− 1
k

(∫

Ω
v w dx

)
dt =

∫

Ω
v w dx,

whence for almost every t1, t2 ∈ [0, T ]

∫ t2

t1

∫

Ω
(v wt + vtw) dz = lim

k→∞

∫

Q

(v wt + vtw)χk(t) dz = lim
k→∞

k

∫ θ

θ− 1
k

∫

Ω
v w dx

∣∣∣
t=t2

θ=t1
=

∫

Ω
v w dx

∣∣∣
t=t2

θ=t1
.

�
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Corollary 2.1 Let u ∈ W(Q) and ut ∈ W′(Q) with the exponents pi(z) satisfying (2.1). Then

∀ a.e. t1, t2 ∈ (0, T ]

∫ t2

t1

∫

Ω
uut dz =

1

2
‖u‖22,Ω

∣∣∣
t=t2

t=t1
.

3 The Faedo-Galerkin method

We are interested in the energy solutions of the problem





ut −
∑

i

Di

(
|Diu|

pi(z)−2Diu
)
+ d(z, u) = 0 in Q,

u = 0 on ΓT , u(x, 0) = u0(x) in Ω,

(3.1)

understood in the following way.

Definition 3.1 (Energy solution) A function u : Q 7→ R is called weak (energy) solution of

problem (3.1) if

1. u ∈ W(Q) ∩ C([0, T ]; L2(Ω)), ut ∈ W′(Q);

2. for every test-function ζ ∈ Z ≡ {η(z) : η ∈ W(Q) ∩ C
(
[0, T ];L2(Ω)

)
, ηt ∈ W′(Q)}

∫

Q

(
ut ζ +

∑

i

|Diu|
pi−2Diu ·Diζ + d(z, u)ζ

)
dz = 0. (3.2)

3. for every η(x) ∈ C∞
0 (Ω)

∫

Ω
(u(x, t)− u0(x)) η(x) dx → 0 as t→ 0.

Theorem 3.1 ([18]) a) Let us assume that

• d(z, r) satisfy the growth condition





|d(z, u)| ≤ d0|u|
λ−1 + hd(z), λ = const > 1, d0 = const > 0,

with λ = max{2, p− − δ} for some δ > 0,

hd ∈ Lλ′

(Q),

(3.3)

• pi(z) take values in the interval (p−, p+) ⊂ (1,∞) and satisfy condition (2.1) of log-

continuity.

Then for every u0 ∈ L2(Ω) problem (3.1) has at least one weak solution u ∈ W(Q) satisfying

the energy estimate

‖u‖2L∞(0,T ;L2(Ω)) +

∫

Q

∑

i

|Diu|
pidz ≤M

[
‖u0‖

2
L2(Ω) + ‖hd‖

λ′

Lλ′ (Q)
+ 1
]

(3.4)

with a constant M independent of u. Moreover, ut ∈ W′(Q).

b) The assertion remains true if (3.3) is substituted by the weaker condition λ = max{2, p−}

and d0 is appropriately small.
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3.1 Approximate solutions: existence and uniform a priori estimates

The proof of Theorem 3.1 is an imitation of the classical Faedo-Galerkin method. Define the

operator L : Vt(Ω) 7→ V′
t(Ω):

〈Lv, φ〉Ω =

∫

Ω

( n∑

i=1

|Div|
pi−2Div ·Diφ+ d(z, v)φ

)
dx, φ ∈ Vt(Ω).

Let {ψk} be the orthonormal basis of Hs
0(Ω) composed of the eigenfunctions of problem (2.5).

The approximate solutions to problem (1.2) are sought in the form

u(m)(z) =
m∑

k=1

c
(m)
k (t)ψk(x),

where the coefficients c
(m)
k (t) are defined from the relations

(u
(m)
t , ψk)L2(Ω) = −

〈
Lu(m), ψk

〉
Ω
= 0, k = 1, . . . ,m. (3.5)

Equalities (3.5) generate the system of m ordinary differential equations for the coefficients

c
(m)
k (t):





(
c
(m)
k

)′
= Fk

(
t, c

(m)
1 (t), . . . , c

(m)
m (t)

)
,

c
(m)
k (0) =

∫

Ω
u0(x)ψk dx k = 1, . . . ,m.

(3.6)

Lemma 3.1 (Regular case) Let the conditions of Theorem 3.1, a) be fulfilled. Then for every

T < ∞ and m ∈ N system (3.6) has a solution
{
c
(m)
k (t)

}m

k=1
on the interval (0, T ) and the

corresponding function u(m) satisfies the uniform estimate

‖u(m)(·, t)‖2L∞(0,T ;L2(Ω)) +
∑

i

∫

Q

|Diu
(m)|pidz ≤M

[
‖u0‖

2
L2(Ω) + ‖hd‖

λ′

λ′,Q + 1
]
. (3.7)

Proof. By Peano’s Theorem, for every finite m system (3.6) has a solution c
(m)
i (t), i = 1, . . . ,m,

on an interval (0, Tm). Multiplying each of equalities (3.5) by c
(m)
k (t) and summing over k =

1, . . . ,m we arrive at the equality

‖u(m)‖22,Ω

∣∣∣
t=τ

t=0
+

∫

Q∩{t<τ}

(∑

i

|Diu
(m)|pi + d(z, u(m))u(m)

)
dz = 0, τ ∈ [0, Tm]. (3.8)

Using the growth condition (3.3) and applying Young’s inequality, we find that for every ǫ > 0

|d(z, u(m))u(m)| ≤ (d0 + ǫ)|u(m)|λ +Cǫ|hd|
λ′

.

Plugging this inequality into (3.8) we obtain:
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1

2
‖u(m)‖22,Ω

∣∣∣
t=τ

t=0
+

∫

Q∩{t<τ}

∑

i

|Diu
(m)|pi dz ≤ Cǫ(d0 + ǫ+ 1)

∫

Q∩{t<τ}

(
|u(m)|λ + |hd|

λ′

)
dz.

(3.9)

There are two possibilities.

(a) λ = 2. Dropping the nonnegative term on the left-hand side of (3.9) we may write it in

the form

d

dt

(
‖u(m)‖22,Q∩{t<τ}

)
≤ (Cǫ + ǫ+ 1)

(
‖u(m)‖22,Q∩{t<τ} + ‖hd‖

λ′

λ′,Q∩{t<τ}

)
+ ‖u

(m)
0 ‖22,Ω.

By Gronwall’s inequality ‖u(m)‖22,Qτ
is uniformly bounded which yields the uniform estimate on

‖u(m)(·, τ)‖22,Ω, whence (3.7).

(b) 2 < λ = p− − δ. By the assumption λ < p−δ <
n(p− − δ)

n− p− + δ
. Applying Poincaré and

Young inequalities we estimate

∫

Ω
|u(m)|λdx ≤ C(λ, p−, n)‖∇u(m)‖λp−,Ω ≤ C

(∫

Ω
|∇u(m)|p

−

dx

) λ
p−

≤ C



(
∑

i

∫

Ω
|Diu

(m)|pidx

) λ

p−

+ 1


 ≤ ǫ

∑

i

∫

Ω
|Diu

(m)|pidx+K

(3.10)

with an arbitrary δ > 0 and a constant K ≡ K(ǫ, δ,Ω, a0 , p
±). Choosing δ so small that

δ Cǫ(d0 + ǫ+ 1) ≤
1

2
, we obtain from (3.9)-(3.10)

‖u(m)‖22,Ω

∣∣∣
t=τ

t=0
+
∑

i

∫

Q∩{t<τ}
|Diu

(m)|pi dz ≤ 2 (K + τ).

�

Lemma 3.2 (Borderline case) If λ = max{2, p−} and the constant d0 is sufficiently small,

then

‖u(m)(·, t)‖2L∞(0,T ;L2(Ω)) +
∑

i

∫

Q∩{t<τ}

|Diu
(m)|pidz ≤M

[
‖u0‖

2
L2(Ω) + ‖hd‖

λ′

λ′,Q + 1
]
.

Proof. We only have to study the case λ = p−. The Poincaré inequality yields (see (3.10))

∫

Ω
|u(m)|λdx ≤ C

∫

Ω
|∇u(m)|p

−

dx ≤ C ǫ
∑

i

∫

Ω
|Diu

(m)|pi dx+R

with an independent of m constant R. Then
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1

2
‖u(m)‖22,Ω

∣∣∣
t=τ

t=0
+
∑

i

∫

Q∩{t<τ}
|Diu

(m)|pi dz

≤ C ′(d0 + ǫ)
∑

i

∫

Q∩{t<τ}
|Diu

(m)|pi dz + C ′′ ‖hd‖
λ′

λ′,Q + const.

(3.11)

The conclusion follows if we claim that C ′(d0 + ǫd) < 1/2. �

The uniform estimates of Lemmas 3.1, 3.2 allow one to continue the approximations u(m) to

the time interval (0, T ).

Lemma 3.3 Under the foregoing conditions, u
(m)
t ∈ L(p+)′(0, T ;H−s(Ω)) and

‖u
(m)
t ‖

L(p+)′ (0,T ;H−s(Ω))
≤ C ′

[
1 + ‖hd‖

λ′

λ′,Q + ‖u0‖
2
2,Ω

]
.

Proof. Let

Zm =

{
η(x, t)

∣∣∣∣∣ η =

m∑

k=1

dk(t)ψk(x) , dk(t) ∈ C1(0, T )

}
⊂ Lp+(0, T ;Hs

0(Ω)) ⊂ W(Q). (3.12)

Given φ ∈ Lp+(0, T ;Hs
0(Ω)), we denote

φ(m) =
m∑

i=1

φk(t)ψk(x) ∈ Zm.

Since {ψk} are orthogonal in L2(Ω), the definition of u(m) yields

−

∫

Q

u
(m)
t φdz = −

∫

Q

u
(m)
t φ(m) dz =

n∑

i=1

∫

Q

|Diu
(m)|pi−2Diu

(m) ·Diφ
(m) dz +

∫

Q

d(z, u(m))φ(m) dz.

Applying Hölder’s inequality (2.4) and using (2.8) we estimate

∣∣∣
∫

Q

n∑

i=1

|Diu
(m)|pi−2Diu

(m)Diφ
(m) dz

∣∣∣ ≤ C
n∑

i=1

‖|Diu
(m)|pi−1‖p′i,Q‖Diφ

(m)‖pi,Q

≤ C‖u(m)‖W(Q)

(
n∑

i=1

‖Diφ
(m)‖pi(·),Q

)

≤ C ‖u(m)‖W(Q)



∫ T

0
‖∇φ(m)‖p

+

p+,Ω
(t) dt+

(∫ T

0
‖∇φ(m)‖p

+

p+,Ω
(t) dt

) p−

p+




1
p+

≤ C ‖u(m)‖W(Q)

(
‖φ(m)‖

Lp+ (0,T ;Hs
0(Ω))

+ ‖φ(m)‖
p−

p+

Lp+ (0,T ;Hs
0(Ω))

)

≤ C ‖u(m)‖W(Q)

(
‖φ‖

Lp+ (0,T ;Hs
0 (Ω))

+ ‖φ‖
p−

p+

Lp+ (0,T ;Hs
0(Ω))

)
,
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∣∣∣∣
∫

Q

d
(
z, u(m)

)
φ(m) dz

∣∣∣∣ ≤ ‖d‖λ′,Q‖φ
(m)‖λ,Q ≤

[
C(d0, λ)‖|u

(m)|λ−1‖λ′,Q + ‖hd‖λ′,Q

]
‖φ(m)‖λ,Q

≤ C
(
1 + ‖u(m)‖λ,Q

)
‖φ(m)‖λ,Q ≤ C

[
1 + ‖u(m)‖W(Q)

]
‖φ(m)‖λ,Q

≤ C
[
1 + ‖u(m)‖W(Q)

]
‖φ(m)‖

Lp+ (0,T ;Hs
0(Ω))

≤ C
[
1 + ‖u(m)‖W(Q)

]
‖φ‖

Lp+ (0,T ;Hs
0(Ω))

with independent of m constants C. For every φ ∈ Lp+(0, T ;Hs
0(Ω)) and arbitrary m

∣∣∣∣
∫

Q

u
(m)
t φdz

∣∣∣∣ ≤ C
[
1 + ‖u(m)‖W(Q)

](
‖φ‖

Lp+ (0,T ;Hs
0(Ω)) + ‖φ‖

p−

p+

Lp+ (0,T ;Hs
0(Ω))

)

and the assertion follows from the uniform estimates on ‖u(m)‖W(Q). �

3.2 Compactness and passage to the limit

Let us show that the constructed sequence
{
u(m)

}
contains a convergent subsequence. The

following inclusions hold:





u(m) ∈ W(Q) ⊆ Lp−(0, T ; W 1,p−

0 (Ω)),

u
(m)
t ∈ L(p+)′ (0, T ; H−s(Ω)) ,

W 1,p−

0 (Ω) ⊂ L2(Ω) ⊂ H−s(Ω).

This yields ([36, Th.5]) that {u(m)} contains a subsequence which converges strongly in Lq(Q)

with some q > 1 and almost everywhere in Q to a function u. Using the uniform in m estimates

of the previous section we extract from the sequence
{
u(m)

}
a subsequence (for the sake of

simplicity we always assume that it merely coincides with the whole of the sequence) such that





u(m) → u weakly in W(Q), strongly in Lq(Q) with some q > 1, and a.e. in Q,

u(m)(x, T ) → U(x) weakly in L2(Ω),

u(m)(x, 0) → u0 in L2(Ω),

u
(m)
t → ut weakly in L(p+)′ (0, T ; H−s(Ω)),

d
(
z, u(m)

)
→ d (z, u) strongly in Lλ′

(Q),
∣∣Diu

(m)
∣∣pi(z)−2

Diu
(m) → Ai(z) weakly in Lp′i(·)(Q),

(3.13)

for some functions

U ∈ L2(Ω), Ai(z) ∈ Lp′i(·)(Q) and u ∈ W(Q).

Fix an arbitrary l ∈ N. Each of u(m) with m > l satisfies the identity

∫

Q

[
u
(m)
t ηl +

∑

i

|Diu
(m)|pi−2Diu

(m) ·Diηl + d(z, u(m)) ηl

]
dxdt = 0, ηl ∈ Zl ⊂ Zm. (3.14)
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Letting m → ∞ in (3.14) we conclude that for every fixed l

−

∫

Q

utηl dz =

∫

Q

[
∑

i

Ai(z) ·Diηl + d(z, u)ηl

]
dz, ∀ ηl ∈ Zl. (3.15)

Let η ∈ W(Q). Since Lp+(0, T ;Hs
0(Ω)) is dense inW(Q), there is a sequence {ηl} ∈ Lp+(0, T ;Hs

0(Ω))

such that ‖ηl − η‖W(Q) → 0 as l → ∞. Then Diηl → Diη weakly in Lpi(·)(Q), which allows

one to pass to the limit as l → ∞ in the first term on the right-hand side of (3.15). Under

the conditions of Theorem 3.1 ‖ηl‖λ,Q ≤ C ‖ηl‖W(Q), whence ηl → η weakly in Lλ(Q) (up to a

subsequence). Since d(z, u) ∈ Lλ′

(Q), we may now pass to the limit as l → ∞ in the second

term on the right-hand side of (3.15). This means that the left-hand side of (3.15) also has a

limit as l → ∞,

−

∫

Q

utη dz =

∫

Q

[
∑

i

Ai(z) ·Diη + d(z, u)η

]
dz ∀ η ∈ W(Q),

and ut ∈ W′(Q). Moreover, by virtue of Lemmas 3.1, 3.2 and (3.13)

∣∣∣∣
∫

Q

utη dz

∣∣∣∣ ≤
(
∑

i

‖Ai‖p′i(·),Q + ‖d‖λ′,Q

)
‖η‖W(Q) ≤ C̃ ‖η‖W(Q)

with a constant C depending on the norms of u0 and hd, whence ‖ut‖W′(Q) ≤ C̃.

Lemma 3.4 Let u ∈ W(Q), ut ∈ W′(Q). There exists û ∈ C([0, T ];L2(Ω)) ∩W(Q) such that

‖u− û‖2,Ω(t) = 0 for a.e. t ∈ (0, T ).

Proof. Let uh ∈ C∞(Q) be the sequence of mollifications of u. By Propositions 2.1, 2.4 uh → u

in W(Q), (uh)t → ut in W′(Q) as h→ 0. For every h1, h2 > 0 and every t ∈ [0, T ]

‖uh1 − uh2‖
2
2,Ω(t) = ‖uh1 − uh2‖

2
2,Ω(0) + 2

∫ t

0

∫

Ω
(uh1 − uh2)(uh1 − uh2)t dz,

whence

sup
t∈(0,T )

‖uh1 − uh2‖
2
2,Ω(t) ≤ ‖uh1 − uh2‖

2
2,Ω(0) + 2

∫

Q

(uh1 − uh2)(uh1 − uh2)t dz

≤ ‖uh1 − uh2‖
2
2,Ω(0) + 2 ‖uh1 − uh2‖W(Q)‖(uh1 − uh2)t‖W′(Q) → 0 as h1, h2 → 0.

It follows that {uh} : [0, T ] 7→ L2(Ω) is a Cauchy sequence in C([0, T ];L2(Ω)) and contains a

subsequence which converges to a function û ∈ C([0, T ];L2(Ω)). On the other hand, uh → u ∈

W(Q), which means that ‖u− û‖2,Ω(t) = 0 for a.e. t ∈ (0, T ). �

From now on we identify the limit function u ∈ W(Q) in (3.13) with its continuous represen-

tative û ∈ C([0, T ];L2(Ω)) ∩W(Q), in particular, U(x) = û(x, T ) and û(x, 0) = u0(x) ∈ L2(Ω).

Notice that by virtue of Lemma 3.4 the inclusion η ∈ Z yields η ∈ C([0, T ];L2(Ω)). Applying

Lemma 3.4 and Proposition 2.5 we have then that for every t1, t2 ∈ [0, T ]

∫

Ω
u η dx

∣∣∣∣
t=t2

t=t1

+

∫

Q∩{t∈(t1,t2)}

[
−u ηt +

n∑

i=1

Ai(z) ·Diη + d(z, u) η

]
dz = 0 ∀ η ∈ Z. (3.16)
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Since u ∈ Z, it can be taken for the test-function in (3.16), which leads to the energy equality

∀ t1, t2 ∈ [0, T ]
1

2

∫

Ω
u2 dx

∣∣∣
t=t2

t=t1
+

∫

Q∩{t1<t<t2}

[
∑

i

Ai(z) ·Diu+ d(z, u)u

]
dz = 0. (3.17)

The initial condition for the function u ∈ Z ∩ C(0, T ;L2(Ω)) immediately follows from (3.16)

with η ∈ C∞
0 (Ω) and t1 = 0: for every t ∈ [0, T ]

∫

Ω
(u(x, t)− u0(x)) η(x) dx = −

∫ t

0

∫

Ω

[
∑

i

Ai(z) ·Diη + d(z, u) η

]
dz → 0 as t→ 0.

It remains to identify the functions Ai(z).

Lemma 3.5 For a.a. z ∈ Q Ai(z) = |Diu|
pi(z)−2Diu, (i = 1, . . . , n).

Proof. The proof is an adaptation of the proof given in [33, pp.158-161]. We rely on the

monotonicity of the operator M(s) = |s|p−2s: ∀ ξ, η ∈ R
n

(M(ξ)−M(η)) (ξ − η) ≥




2−p |ξ − η|p if 2 ≤ p <∞,

(p − 1) |ξ − η|2 (|ξ|p + |η|p)
p−2
p if 1 < p < 2.

(3.18)

According to (3.18), for every ζ ∈ Zm

X(i)
m :=

∫

Q

(
|Diu

(m)|pi−2Diu
(m) − |Diζ|

pi−2Diζ
)
Di(u

(m) − ζ) dz ≥ 0.

By virtue of (3.14) with ηl = u(m)

1

2
‖u(m)(·, t)‖22,Ω

∣∣∣
t=T

t=0
+

∫

Q

[
∑

i

|Diu
(m)|pi + u(m) d(z, u(m))

]
dz = 0.

Notice that for every ζ ∈ Zs with s ≤ m

|Diu
(m)|pi = |Diu

(m)|pi−2Diu
(m) ·Di(u

(m) − ζ) + |Diu
(m)|pi−2Diu

(m) ·Diζ

=
(
|Diu

(m)|pi−2Diu
(m) − |Diζ|

pi−2Diζ
)
·Di(u

(m) − ζ)

+ |Diζ|
pi−2Diζ ·Di(u

(m) − ζ) + |Diu
(m)|pi−2Diu

(m) ·Diζ

and write the previous equality in the form

0 ≤
∑

i

X(i)
m = −

1

2
‖u(m)(·, T )‖22,Ω +

1

2
‖u(m)(·, 0)‖22,Ω −

∫

Q

u(m)d(z, u(m)) dz

−
∑

i

∫

Q

(
|Diu

(m)|pi−2Diu
(m) − |Diζ|

pi−2Diζ
)
·Diζ dz

−
∑

i

∫

Q

|Diζ|
pi−2Diζ ·Diu

(m) dz.
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By the property of lower semicontinuity of the norm

− lim inf
m→∞

‖u(m)(·, T )‖22,Ω ≤ −‖u(·, T )‖22,Ω.

Letting m → ∞ we now find that

0 ≤
1

2
‖u0‖

2
2,Ω −

1

2
‖u(·, T )‖22,Ω −

∫

Q

[
∑

i

Ai(z) ·Diu+ u d(z, u)

]
dz

+
∑

i

∫

Q

Ai(z) ·Di(u− ζ) dz −
∑

i

∫

Q

|Diζ|
pi−2Diζ ·Di(u− ζ) dz.

Using (3.17) with t1 = 0, t2 = T , we finally have:

∑

i

∫

Q

[
Ai(z)− |Diζ|

pi−2Diζ
]
·Di(u− ζ) dz ≥ 0 ∀ ζ ∈ Zs, s ∈ N.

We may now take ζ = u± ǫ η with arbitrary ǫ > 0 and η ∈ W(Q). Simplifying and letting ǫ→ 0

we arrive at the inequalities

±
∑

i

∫

Q

[
Ai(z)− |Diu|

pi(z)−2Diu
]
·Diη dz ≥ 0 ∀ η ∈ W(Q),

which are impossible unless Ai(z) = |Diu|
pi(z)−2Diu a.e. in Q. �

The proof of Theorem 3.1 is completed.

Corollary 3.1 For every t1, t2 ∈ [0, T ] the solution of problem (3.1) satisfies the identity

∫

Q∩{t1<t<t2}

[
−uζt +

∑

i

|Diu|
pi−2Diu ·Diζ + d ζ

]
dz = −

∫

Ω
u ζ dx

∣∣∣
t=t2

t=t1
∀ ζ ∈ Z (3.19)

and the energy relation

1

2

∫

Ω
u2 dx

∣∣∣
t=t2

t=t1
+

∫ t2

t1

∫

Ω

[
∑

i

|Diu|
pi(z) + d(z, u)u

]
dz = 0. (3.20)

4 Singular perturbation of the p(x, t)-Laplace operator

A solution of problem (3.1) can be obtained as the limit of the sequence of solutions of the

perturbed equations. Let us assume that the exponents pi(z) are measurable, bounded and

satisfy the log-continuity condition (2.1). For the sake of simplicity we assume here that d ≡ 0.

Set s = (s1, . . . , sn) ∈ R
n and define the operator

A(z, s) = (A1(z, s1), . . . , An(z, sn)) : Q× R
n 7→ R

n,

Ai(z, r) = |r|pi(z)−2r for all r ∈ R and a.a. z ∈ Q.

We want to construct a solution of the problem
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ut = div (A(z,∇u)) in Q,

u = 0 on Γ, u(x, 0) = u0 in Ω
(4.1)

approximating the nonlinear operator A with variable nonlinearity by singularly perturbed

operators with constant nonlinearity exponents defined on a function space smaller than the

natural energy space W(Q) prompted by the operator A. Let us introduce the family of the

perturbed operators

Aǫ(z,∇u) := ǫ |∇u|p
+−2∇u+A(z,∇u), ǫ > 0.

It is straightforward to check that Aǫ(z, ∇u) is defined for every ǫ > 0 for the elements of the

Banach space

W+(Q) := L2(Q) ∩ Lp+(0, T ; W 1,p+

0 (Ω)), ‖u‖W+(Q) = ‖u‖2,Q + ‖∇u‖p+,Q.

For every ǫ > 0 Aǫ(·) is a Leray–Lions operator:

• Aǫ(z,∇u) : W+(Q)×Q 7→ W′
+(Q): ∀u, φ ∈ W+(Q),

• Aǫ(z,∇u) : W+(Q)×Q 7→ W′
+(Q) is bounded,

• Aǫ is monotone,

• Aǫ(z,∇u) is hemi-continuous: ∀u, v, w ∈ W+(Q) the mapping

R ∋ µ 7→

∫

Q

Aǫ(z,∇(u+ µ v)) · ∇w dz ∈ R is continuous.

Let us consider the sequence of problems





ut = div (Aǫ(z,∇u)) in Q, ǫ > 0,

u = 0 on Γ, u(x, 0) = u0(x) ∈ L
2(Ω).

(4.2)

Definition 4.1 A function u is called weak solution of problem (4.2) if u ∈ L∞(0, T ; L2(Ω)) ∩

W+(Q), ∂tu ∈ W′
+(Q), for every test-function ζ ∈ W+(Q) with ζt ∈ W′

+(Q)

∫

Q

(
ζ ut +Aǫ(z,∇u) · ∇ζ

)
dz = 0, (4.3)

and u(x, t) → u0(x) as t→ 0 weakly in L2(Ω).

Theorem 4.1 ([33], Ch.2, Sec.1, Th.1.2) For every ǫ > 0 and u0 ∈ L2(Ω) problem (4.2)

has a unique weak solution in the sense of Definition 4.1, and for every t1, t2 ∈ [0, T ]

1

2

∫

Ω
u2ǫ dx

∣∣∣
t=t2

t=t1
+ ǫ

∫

Q

|∇uǫ|
p+ dz +

∑

i

∫

Q

|Diuǫ|
pi(z) dz = 0. (4.4)

The function uǫ : [0, T ] → L2(Ω) is continuous after possible redefining on a set of zero measure.
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It remains to show that the family of solutions of the perturbed problems (4.2) with ǫ > 0

contains a subsequence which converges to a solution of problem (4.1). Due to the uniform

estimate (4.4) there exist u ∈ W(Q) and A∗ ∈ W′(Q), Bi ∈ Lpi(·)(Q), such that (up to a

subsequence)

uǫ → u weakly in L2(Q) and a.e. in Q, Diuǫ → Bi weakly in Lpi(·)(Q), (4.5)

Lemma 4.1 There exists a subsequence {uǫ} such that

Aǫ(z,∇uǫ) → A∗ = (B1, . . . , Bn) with some Bi ∈ Lp′i(·)(Q) and ∂tuǫ → ∂tu weakly in W′(Q).

Proof. Relation (4.4) allows us to choose a subsequence such that uǫ → u weakly in L2(Q),

Diuǫ → Bi weakly in Lpi(·)(Q) and ǫ
1

p+ |∇uǫ| are uniformly bounded in Lp+(Q). Observe that

ǫ |∇uǫ|
p+−2∇uǫ → 0 weakly in L(p+)′(Q). (4.6)

Indeed: by virtue of (4.4) with t1 = 0, t2 = T for every φ ∈ W+(Q)

ǫ

∣∣∣∣
∫

Q

|∇uǫ|
p+−2∇uǫ · ∇φdz

∣∣∣∣ ≤ ǫ
1

p+

(
ǫ

∫

Q

|∇uǫ|
p+ dz

)1− 1
p+

‖∇φ‖p+,Q → 0 as ǫ→ 0.

Let φ ∈ W(Q) and φk ∈ W+(Q) be such that ‖φk − φ‖W(Q) → 0 as k → ∞. Accept the

notation

∫

Q

Aǫ(z,∇uǫ) · ∇φk dz = ǫ

∫

Q

|∇uǫ|
p+−2∇uǫ · ∇φk dz

︸ ︷︷ ︸
=J1

+
∑

i

∫

Q

|Diuǫ|
pi(z)−2Diuǫ ·Diφk dz

︸ ︷︷ ︸
=J2,i

.

According to (4.6) J1 → 0 as ǫ → 0, while J2,i →

∫

Q

BiDiφk dz with Bi ∈ Lp′i(·)(Q). Passing in

(4.3) with ζ = φk to the limit as ǫ → 0 and then letting k → ∞ we obtain:

∫

Q

A∗ · ∇φk dz →
∫

Q

A∗ ·∇φdz for every φ ∈ W(Q). By virtue of (4.3) and (4.6) ‖∂tuǫ‖W′

+(Q) ≤ C uniformly with

respect to ǫ, which means that ∂tuǫ → ∂tu weakly in W′
+(Q) (up to a subsequence). Moreover,

∂tu ∈ W′(Q) because

∫

Q

φk∂tu dz = −

∫

Q

A∗ · ∇φk dz → −

∫

Q

A∗ · ∇φdz as k → ∞.

�

Corollary 4.1 ǫ∇uǫ → 0 weakly in W+(Q): for every φ ∈ W+(Q)

ǫ

∣∣∣∣
∫

Q

|∇φ|p
+−2∇φ · ∇uǫ dz

∣∣∣∣ ≤ ǫ
1− 1

p+

(
ǫ

∫

Q

|∇uǫ|
p+ dz

) 1
p+

‖∇φ‖p+,Q → 0 as ǫ→ 0.
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Corollary 4.2 By Lemma 3.4 u ∈ C([0, T ];L2(Ω)). Since

∫

Q

[utφ+A∗ · ∇u] dz = 0 ∀φ ∈ W(Q),

it follows from Corollary 2.1 that

1

2

∫

Ω
u2(x, t) dx

∣∣∣
t=T

t=0
+

∫

Q

A∗ · ∇u dz = 0. (4.7)

To identify the limit A∗ we follow the proof of Lemma 3.5. Taking in (4.3) ζ = uǫ,

1

2

∫

Ω
u2ǫ dx

∣∣∣
t=T

t=0
+

∫

Q

Aǫ(z,∇uǫ) · ∇uǫ dz = 0,

and using the monotonicity of Aǫ we find that for every φ ∈ C∞([0, T ];C∞
0 (Ω))

−

∫

Q

Aǫ(z,∇uǫ) · ∇φdz −

∫

Q

Aǫ(z,∇φ) · ∇(uǫ − φ) dz −
1

2

∫

Q

u2ǫ dx
∣∣∣
t=T

t=0
≥ 0.

Letting ǫ → 0 and using Lemma 4.1 together with Corollary 4.1 we arrive at the inequality

−

∫

Q

A∗ · ∇φdz −

∫

Q

A(z,∇φ) · ∇(u− φ) dz +
1

2

∫

Q

u20 dx ≥
1

2

∫

Ω
u2(x, T ) dx.

Plugging (4.7) we then have:

∀φ ∈ C∞([0, T ];C∞
0 (Ω))

∫

Q

(A∗ −A(z,∇φ)) · ∇(u− φ) dz ≥ 0.

Since the smooth functions are dense in W(Q), the same is true for every φ ∈ W(Q), which

allows us to take φ = u± δ ψ with an arbitrary ψ ∈ W(Q), δ ∈ R. Simplifying and letting δ → 0

we arrive at the conclusion that A∗ = A(z,∇u) a.e. in Q.

Theorem 4.2 Let the exponents pi(z) satisfy conditions (2.1). Then for every u0 ∈ L2(Ω)

problem (4.1) has at least one weak solution u ∈ W(Q) such that ut ∈ W′(Q), u : [0, T ] 7→ L2(Ω)

is weakly continuous, and for every ζ ∈ W(Q) with ζt ∈ W′(Q)

∫

Q

(ζ ut +A(z,∇u) · ∇ζ) dz = 0.

5 Global L∞ bounds, local existence theorem

Solvability of problem (3.1) can be established under a weaker restriction on the growth of

the term d(z, u) and a stronger regularity assumption on the initial function u0. To be precise,

we assume that





|d(z, u)| ≤ d0|u|
λ−1 + hd(z) with λ > 2, hd ∈ L1(0, T ;L∞(Ω)) ∩ Lp′(·)(Q),

u0 ∈ L∞(Ω).
(5.1)

Let us begin with the study of equation (3.1) under the assumption that the term d(z, u) has

the linear growth at infinity.
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Theorem 5.1 ([18], Th.4.1) Let in the conditions of Theorem 3.1

∀ s ∈ R, z ∈ Q |d(z, s)| ≤ d0|s|+ hd(z), d0 = const > 0. (5.2)

If ‖u0‖∞,Ω <∞, then the energy solution of problem (3.1) is bounded and satisfies the estimate

‖u(·, t)‖∞,Ω ≤ ed0t‖u0‖∞,Ω + ed0t
∫ t

0
e−d0t‖hd(·, t)‖∞,Ω dτ. (5.3)

Sketch of the proof. Let us fix k ∈ N and consider the auxiliary problem





ut −
∑

i

Di

(
|Diu|

pi−2Diu
)
+ dk(z, u) = 0 in Q,

u = 0 on ΓT , u(x, 0) = u0(x) in Ω

(5.4)

with

dk(z, u) ≡ d(z,min{|u|; k} sign u).

Since for every finite k

|d (z,min{|u|; k} sign u) | ≤ d0 k
λ−1 + hd(z) with λ = 2,

by Theorem 3.1 problem (5.4) has a weak solution u(z) in the sense of Definition 3.1. Let us

introduce the function

uk = min{|u|, k} sign u ≡





k if u > k,

u if |u| ≤ k,

−k if u < −k

and take u2m−1
k with m ∈ N for the test–function in (3.19). Let in (3.19) t2 = t+h, t1 = t, with

t, t+ h ∈ [0, T ]. Observe that dk(z, u) = d(z, uk). Then

1

2m

∫ t+h

t

d

dt

(∫

Ω
u2mk (x, t) dx

)
dt

+ (2m− 1)
∑

i

∫ t+h

t

∫

Ω
u
2(m−1)
k |Diuk|

pi dxdt+

∫ t+h

t

∫

Ω
d(z, uk)u

2m−1
k dxdt = 0.

This relation leads to the linear differential inequality for the function yk(t) = ‖uk(·, t)‖2m,Ω:

dyk
dt

(t) ≤ d0 yk(t) + ‖hd(·, t)‖2m,Ω.

Integrating this inequality and letting m→ ∞, we have

‖uk(·, t)‖∞,Ω ≤ ed0t‖u0‖∞,Ω + ed0t
∫ t

0
e−d0τ‖hd(·, τ)‖∞,Ω dτ := K. (5.5)
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The right–hand side of this estimate does not depend on k. Let us choose now k ≥ K+1. Under

this choice

uk ≡ min{|u|; k} sign u = u, d (z, uk) ≡ dk(z, u) ≡ d(z, u),

which means that the solution of problem (5.4) with k ≥ K +1 is, in fact, a solution of problem

(3.1) which satisfies estimate (5.3). �

We proceed to study problem (3.1) with the term d(z, u) satisfying the growth condition

|d(z, u)| ≤ d0|u|
λ−1 + hd(z), λ = const > 2. (5.6)

For 0 ≤ λ ≤ 2 the existence of a global bounded solution to problem (1.2) is proved in Theorem

3.1.

Theorem 5.2 (Local in time existence, [18], Th.4.3) Let us assume that in the conditions

of Theorems 3.1 and 5.1 the growth condition on the function d(z, u) is substituted by (5.6). Then

for every u0 ∈ L∞(Ω) there exists θ ∈ (0, T ] depending on

λ, d0, ‖u0‖L∞(Ω) and ‖hd‖L1(0,θ;L∞(Ω))

such that in the cylinder Qθ ≡ Q ∩ {t < θ} problem (1.2) has at least one weak solution

u ∈ W(Qθ) such that ut ∈ W′(Qθ) and ‖u‖∞,Qθ
< ∞. The solution can be continued to

the maximal interval [0, T ∗],

T ∗ = sup {θ ∈ [0, T ] : ‖u‖∞,Qθ
<∞}.

Proof. Let us consider the auxiliary problem





ut −
∑

i

Di

(
|Diu|

pi(z)−2Diu
)
+ dr(z, u) = 0 in Q

u = 0 on Γ, u(x, 0) = u0(x) in Ω

(5.7)

with the right–hand side

dr(z, u) = d(z,min{|u|, r} sign u), r = const > 1. (5.8)

As in the proof of Theorem 5.1, we will make use of the fact that

|dr(z, u)| ≤ d0r
λ−1 + hd(z), dr(z, u) = d(z, u) if r ≥ u.

By Theorems 3.1, 5.1, for every r > 1 the regularized problem (5.7) has a global bounded weak

solution u(z). Let us show that the function w(t) = ‖u(·, t)‖∞,Ω can be estimated by a constant

which does not depend on r. Following the proof of Theorem 5.1 we find that the solution of

(5.7) satisfies inequality (5.3) with hd substituted by hd + d0r
λ−1:
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‖u(·, t)‖∞,Ω ≤ ‖u0‖∞,Ω +

∫ t

0
‖hd(·, t)‖∞,Ω dt+ t d0r

λ−1 := R(r, t).

For every fixed r > 1

R(r, t) → ‖u0‖∞,Ω as t→ 0,

whence for every r ≥ ‖u0‖∞,Ω there is t ≡ t(r) such that

∀ t ∈ [0, t(r)] ‖u(·, t)‖∞,Ω ≤ r.

It follows that for r and t(r) chosen in this way we have ‖u(·, t)‖∞,Ω ≤ r for all t ≤ t(r), i.e., the

constructed solution of the regularized problem (5.7) is a weak solution of problem (1.2) in the

cylinder Qt(r). The possibility of continuation of this solution to the maximal interval [0, T ∗]

follows from the fact that the function u(x, t(r)) possesses the same properties as the initial

function u0. �

By Theorem 5.2 the solution of problem (3.1) with the term d(z, u) subject to the growth

condition (5.1) exists as long as its L∞-norm remains bounded. Sufficient conditions of the finite

time blow-up of the solution to (3.1) were established in [20, 21, 34].

6 Propagation of disturbances from the data

The study of propagation of disturbances from the data in solutions of parabolic equations is

traditionally based on comparison with suitable explicit solutions or sub/supersolutions. For the

equations with variable nonlinearity this method wouldn’t work because such equations may not

have explicit solutions. The known results on this issue were obtained by means of analysis of

the local energy functions associated with the solution under study [25]. Besides the properties

typical for the solutions of equations of the same structure as (1.2) but with constant exponents

of nonlinearity, the solutions of equations with variable nonlinearity display certain intrinsic

properties.

A detailed discussion of the propagation properties of the energy solutions and the rigorous

proofs can be found in [16, 17, 19, 22]. Let us illustrate these properties by the example of the

model equation with two independent space variables:





ut =
(
|ux|

p(z)−2ux

)
x
+
(
|uy|

q(z)−2uy

)
y
− c0|u|

σ(z)−2u+ f(z) in Q,

u = 0 on ΓT ,

u(x, 0) = u0(x) in Ω = (0, a) × (0, a).

(6.1)

By agreement, we use the notations

φ+(t) = sup
Ω
φ(·, t), φ−(t) = inf

Ω
φ(·, t) for φ ∈ C0(Q).
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• Vanishing in a finite time. Let f(z) ≡ 0 for all t ≥ tf and c0 > 0. Then every (energy)

solution of problem (6.1) vanishes in a finite time t∗ ≥ tf if

1

ν+(t)
≡

1

σ+(t)
+

1

2

(
1

p+(t)
+

1

q+(t)

)
> 1 in Q

and the oscillation of the variable exponents of nonlinearity in Ω is appropriately small:

for every t ∈ (0, T )

1

ν−(t)
≡

1

σ−(t)
+

1

2

(
1

p−(t)
+

1

q−(t)

)
≤

3

2
.

• Vanishing at a prescribed moment. Let us additionally assume that in the above conditions

∫

Ω
|f(x, y, t)|σ(x,y,t) dxdy





≡ 0 as t ≥ tf ,

≤ C (tf − t)µ for t ∈ (0, tf ),
C, µ = const > 0,

with a suitably big exponent µ. Then every (energy) solution of problem (6.1) vanishes

at the instant t = tf , provided that C and ‖u0‖2,Ω are sufficiently small.

• Vanishing of solutions of eventually linear equations. Although the effect of finite time

vanishing is never displayed by the solutions of the linear parabolic equations, it may

happen that equation (6.1) with variable nonlinearity transforms into the linear one as

t → ∞ and nonetheless possesses localized in time solutions. A condition sufficient for

such an effect can be formulated as a restriction on the rate of vanishing of 1 − ν+(t) as

t→ ∞: if f ≡ 0, c0 > 0 and ‖u0‖2,Ω ≤ 1, then every solution of problem (6.1) vanishes at

a finite moment, provided that

∫ ∞

0
‖u0‖

2(ν+(t)−1)
2,Ω dt = ∞ and

∫ ∞

0

dt

et(1−ν+(t))
<∞.

Notice that these conditions are surely fulfilled if ν+(t) ≤ ν0 < 1.

• Vanishing due to the anisotropy of the diffusion term. The effect of finite time vanishing

may be caused by the anisotropy of the diffusion operator. Let c0 = 0 and

q+(t) > 1,
q+(t)

q+(t)− 1
> p+(t) > 1.

Then every solution of problem (6.1) vanishes in a finite time, provided that f(x, t) ≡ 0 for

all t ≥ tf . It is easy to see that these restrictions on the exponents allow the diffusion to

be “fast” or linear in the direction y, q(z) ∈ (1, 2] and “slow” in the direction x, p(z) > 2.

• Nonpropagation of disturbances due to the anisotropy. It turns out that the anisotropy of

the diffusion part of the equation causes as well localization of solutions in the direction

of the slowest diffusion. Let in equation (6.1) p and q be constant. If 1 < q < p and

u0(x, y) ≡ 0 for all x > x∗, then even in the absence of the absorption term ( c0 = 0)
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there exists x∗ ≥ x∗ such that u(x, y, t) ≡ 0 for x ≥ x∗ and all t ≥ 0. Combining the last

two properties we conclude that the anisotropic equation (6.1) admits solutions which are

simultaneously localized in space and time.

7 Final comments

Other notions of solution. Besides the energy solutions, the parabolic equations with variable

nonlinearity admit solutions of other types. Papers [26, 37] deal with the renormalized and

entropy solutions of isotropic equations (1.2) with the exponents of nonlinearity independent of

t; the exponents p(x) are assumed to satisfy the log-continuity condition in Ω. The authors of

[29] study the Dirichlet problem for the system of equations of the type (1.2) with d ≡ 0 and

under the assumption of logarithmic continuity of the exponent p(z) in Q; their proof is based on

the theory of monotone operators. One more approach to the study of evolution p(x)-laplacian

is proposed in [1], where equation (1.2), with the exponent p independent of t, is considered as

an evolution equation governed by subdifferential operators. Different notions of weak solution

to equation (1.1) are discussed in [3, 4, 5]. Papers [4, 5] are, apparently, the only works which

neither rely on the condition of log-continuity of the exponents p(x, t), nor use the possibility

of approximation of the elements of the variable exponent Sobolev space by smooth functions.

The proof of existence given in [4, 5] is also based on the theory of monotone operators but in

a completely different way than in [29] and the solution is understood in a very weak sense.

Uniqueness Uniqueness of energy solutions of the Dirichlet problem for equation (1.2) is proved

in [18] under suitable assumptions on the behavior of d(z, u) and continuity of the coefficients

ai(z, u) (which are not needed for the proof of existence). The proof of uniqueness in [18] follows

some ideas from [13, 14].

Further regularity of the solution. The question of the regularity of solutions and its dependence

on the regularity of the data is partially studied in papers [24] and [18, Sec.6]. It is proved in [24]

that the solutions of equation (1.1) with the exponent p(z) being log-continuous and bounded,
2n

n+ 2
< p(z) < ∞, are locally bounded and |∇u|p(x,t)+ǫ is integrable with some ǫ > 0. Hölder-

continuity and the Harnack inequality for the solutions of (1.1) were proved in [2]. It is shown in

[18] that the regularity of solutions to (1.2) improves if the data are subject to stronger regularity

assumptions. However, the proof of this assertion requires also some additional monotonicity

assumptions on the exponents of nonlinearity in (1.2).

Some related equations. Hyperbolic equations with variable nonlinearity are studied in [12, 31,

34]; paper [34] deals also with nonlocal equations with p(x)-growth. Existence of energy solutions

to doubly nonlinear parabolic equations is established in [23]. The series of works [6, 7, 8, 9, 10,

11] is devoted to the questions of existence, uniqueness and homogenization of weak solutions to

elliptic and parabolic equations with nonstandard growth. Parabolic equations generalizing the

porous media equation to the case of variable exponents of nonlinearity are discussed in [15, 16].
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[28] L. Diening, P. Harjulehto, P. Hästö, and M. Ruzicka, Lebesgue and Sobolev spaces

with variable exponents, vol. 2017 of Lecture Notes in Mathematics, Springer, 2011.

110
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[32] P. A. Hästö, On the density of continuous functions in variable exponent Sobolev space,

Rev. Mat. Iberoam., 23 (2007), pp. 213–234.
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