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Abstract

Over the last few years a great effort has been done to develop Runge-Kutta (RK)

methods that preserve properties such as monotonicity or contractivity for convex

funtionals, or positivity. Provided that these properties hold for the explicit Euler

scheme under certain stepsize restriction, it has been proved that these properties

can also be maintained by some higher order RK methods under a modified stepsize.

As this restriction includes the radius of absolute monotonicity of the RK scheme,

strictly positive radius are required in order to obtain the desired properties with

non trivial stepsizes. However, at least from the numerical positivity point of view,

some authors have reported fairly good numerical results for some RK methods

with zero radius, e.g. the classical fourth order four stages RK scheme. In this

paper, we analyze this method and prove that, for some class of problems, it also

preserves positivity. The study done strongly relies on the concept of region of

absolute monotonicity for additive RK methods.
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1 Introduction

Initial value problems for ordinary differential systems (ODEs)

d

dt
u(t) = f(t, u(t)) t ≥ t0 (1)

u(t0) = u0 ,
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arise directly in the modeling process of different phenomena, or after a method of lines

approximation of evolutive partial differential equations. Quite often, the exact solution

to (1) has certain property P (e.g., contractivity, monotonicity, positivity), usually with

a physical meaning, which is relevant in the context where it appears. For example, we

may have:

• Contractivity property: the solutions u(t) and ũ(t) satisfy

‖ũ(t)− u(t)‖ ≤ ‖ũ(t0)− u(t0)‖ , for all t ≥ t0 , (2)

where ‖ · ‖ is a given convex function (norm, seminorm, entropy function, . . . ).

• Monotonicity property: the solution u(t) satisfies

‖ũ(t)‖ ≤ ‖u(t0)‖ , for all t ≥ t0 , (3)

where again, ‖ · ‖ is a given convex function (norm, seminorm, entropy function,

. . . ).

• Positivity property: if u0 ≥ 0, the solution u(t) satisfies

u(t) ≥ 0 for all t ≥ t0 , (4)

where the inequalities should be understood component-wise.

In this situation, when the ODE (1) is solved numerically, it is natural to require

the same qualitative property P to the numerical solution, un ≈ u(tn). For this reason,

when the exact solution to (1) satisfies whichever property (2)-(4), we will try to obtain,

respectively,

‖ũn+1 − un+1‖ ≤ ‖ũn − un‖ ,

‖ũn+1‖ ≤ ‖ũn‖ , (5)

un ≥ 0 .

Moreover, when a property P holds numerically, as the numerical solution depends on

the stepsize h, a natural question is whether it holds for all step sizes h > 0, or it only

holds under a step size restriction of the form h ≤ H .

As a rule, when these issues are studied, there are four crucial aspects to consider:

i) How property P is obtained for the continuous problem (1).

ii) The class of problems C considered (e.g., linear, non linear).
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iii) The type of function (“norms”) involved in property P (general convex functions,

arbitrary norms, inner product norms, . . . ).

iv) The class of numerical methods used (Runge-Kutta, multistep, implicit or explicit

schemes,. . . ).

Depending on these aspects, different results can be obtained. Obviously, the most

general conditions on problems, methods, norms,. . . will lead to more restricted results,

whereas with more stringent conditions, sharper results will be obtained. Because of this,

in order to get optimal results, it is important to analyze and determine the class of

problems, the used “norms” and the methods we are dealing with.

Once the theoretical stepsize restrictions have been attained, it is mandatory to check

their sharpness with numerical experiments on concrete problems. Although sometimes

it is possible to construct a problem where the predicted and observed stepsize bounds

fit, very often, for a wide class of problems, there is a great discrepancy between the

effective stepsize restrictions and theoretical ones. This situation arises for example in

the context of numerical positivity, studied for Runge-Kutta methods e.g. in [10, 11]. In

this setting, some authors [12, 11] have reported good numerical results for schemes such

that, according to the theory developed, they are not good. This the case for a widely

used Runge-Kutta scheme: the fourth order four stages method (RK4). For this scheme,

the radius of absolute monotonicity is trivial and therefore numerical positivity cannot be

ensured. However, for many problems, RK4 method give fair good results.

In order to explain the favorable results observed, one should consider the possibility

that the set of problems used to test the desired qualitative behavior belongs to a subclass

C̃ of the problems considered, C̃ ⊂ C, and that the method used performs well on this

class C̃. This idea is not new and in the context of positivity, one could say that it is

contained in the approach followed in [11] for linear and quasilinear problems; in fact, the

reduction of initial values to a set of positive vectors done in [11] can be considered as a

restriction of the class of problems.

In this paper we consider RK4 scheme and we will try to explain why it gives good

results for certain class of problems. The approach followed differers from the one done

in [11] in the sense that we do not impose any restriction on initial values but on the

class of problems itself. On the other hand, we deal with non linear problems. The study

done here strongly relies on the concept of region of absolute monotonicity for additive

RK methods.

The rest of the paper is organized as follows. In sections 2 and 3 we introduce the

methods used and we review the most relevant definitions and results concerning numerical

127



monotonicity. A simple example showing how RK4 scheme performs is given in section

4. A theoretical framework to explain this behavior is given in section 5. Next, these

results are used for the example in section 4. The paper ends with some conclusions and

forthcoming work.

2 Runge-Kutta and additive Runge-Kutta methods

A common class of one step methods to solve numerically (1) are the Runge-Kutta

(RK) methods. An s-stages RK method is defined by an s× s real matrix A and a real

vector b ∈ R
s. From un, the numerical approximation of the solution u(t) at t = tn, we

obtain un+1, the numerical approximation of the solution at tn+1 = tn + h from

un+1 = un +
s
∑

i=1

bi f(tn + cih, Uni) , (6)

where

Uni = un + h
s
∑

j=1

aij f(tn + cjh, Unj) . (7)

If the matrix A is strictly lower triangular, the method is explicit, otherwise the method

is implicit. For nonlinear problems, implicit methods require the resolution of nonlinear

systems of dimension s ·m, with m the dimension of the ODE system (1). Denoting the

coefficients of the RK method by

A =

(

A 0

bt 0

)

,

we can write (6)-(7) in compact form as

U = e⊗ un + h (A⊗ I)F (U) , (8)

where we have denoted by e = (1, . . . , 1)t ∈ R
s+1, U = (U t

1, . . . , U
t
s, u

t
n+1)

t ∈ R
(s+1)m,

F (U) = (f(U1)
t, . . . , f(Us)

t, 0)t ∈ R
(s+1)m, and similarly F̃ (U). The symbol ⊗ denotes

the Kronecker product (see e.g. [2, Section 12.1])

A⊗ B =









a11B · · · a1mB
...

...

am1B · · · ammB









.

Explicit schemes are easy to implement but they are not adequate to solve stiff ODEs

because they require small stepsizes; on the other hand, many implicit schemes do not

suffer from these stepsize restrictions, but with them, one has to deal with the numerical

128



resolution (difficult sometimes) of nonlinear systems. However, many times, stiffness is

only associated with a part of the problem; that is to say, the ODE can be written as

d

dt
u(t) = f(t, u(t)) + f̃(t, u(t)) t ≥ t0 (9)

where f contains the non stiff terms and f̃ contains the stiff ones. In this case, we can

use IMplicit-EXplicit (IMEX) RK methods, where an explicit method is used for the non

stiff terms, and an implicit one for the stiff part. In compact form, IMEX RK methods

with coefficients (A, Ã), where A denotes the explicit method and Ã the implicit one, are

given by

U = e⊗ un + h (A⊗ I)F (U) + h (Ã⊗ I) F̃ (U) . (10)

3 Monotonicity preserving methods (or Strong Stability Preserving meth-

ods)

Over the last years, a big effort has been done to develop methods such that mono-

tonicity (contractivity, positivity) is preserved numerically. For RK methods, it is proven

that these properties can be ensured under a stepsize restriction of the form

∆t ≤ τ0 · R(A) . (11)

In (11), τ0 is a problem dependent parameter andR(A) is a method dependent parameter.

To be more precise, τ0 is a constant that ensures property P for the explicit Euler method,

un+1 = un + τ f(un), whenever 0 ≤ τ ≤ τ0, that is to say,

‖un + τ f(un)‖ ≤ ‖un‖ , (monotonicity)

‖un − vn + τ (f(un)− f(vn))‖ ≤ ‖un − vn‖ , (contractivity)

un ≥ 0 =⇒ un+1 = un + τ f(un) ≥ 0 , (positivity)

(12)

and R(A) is the radius of absolute monotonicity defined as follows.

Definition 3.1 [13, Definition 2.4] An s-stage RK method with coefficients A is said to

be absolutely monotonic at a given point ξ ≤ 0 if I − ξA is non singular, and

(I − ξA)−1
A ≥ 0 , (I − ξA)−1e ≥ 0 , (13)

where e = (1, 1, . . . , 1)t ∈ R
s+1, and the vector inequalities are understood component-

wise. Further, the method is said to be absolutely monotonic on a given set Ω ⊂ R if

it is absolutely monotonic at each ξ ∈ Ω. The radius of absolute monotonicity R(A)) is

defined by

R(A) = sup{ r | r ≥ 0 and A is absolutely monotonic on [−r, 0] } .

If there is no r > 0 such that A is absolutely monotonic on [−r, 0], we set R(A) = 0.
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As a result, if R(A) = 0, from (11) we obtain a trivial stepsize restriction. At this

point we should remark that, as proven in [3], the stepsize restriction for monotonicity

(11) for the class of problems (12) is optimal.

Observe that conditions (13) are







(I − ξA)−1 0

ξ bt(I − ξA)−1 1







(

e

1

)

≥ 0 ,







(I − ξA)−1 0

ξ bt(I − ξA)−1 1







(

A 0

bt 0

)

≥ 0 .

and hence absolute monotonicity at a given point ξ is equivalent to the following sign

conditions:

φ(ξ) = 1 + ξ bt(I − ξA)−1e ≥ 0 ,

A(ξ) = A(I − ξA)−1 ≥ 0 ,

b(ξ)t = bt(I − ξA)−1 ≥ 0 ,

e(ξ) = (I − ξA)−1e ≥ 0 ,

where now e = (1, 1, . . . , 1) ∈ R
s. Observe that φ(ξ) is the the stability function of the

RK method.

For additive RK methods (10), the concept of radius of absolute monotonicity is

extended to the region of absolute monotonicity.

Definition 3.2 [9, Definition 2.3] An s-stage additive RK method (A, Ã) is said to be

absolutely monotonic (a.m.) at a given point (ξ, ξ̃) with ξ, ξ̃ ≤ 0 if the matrix I− ξA− ξ̃Ã

is invertible and

A(ξ, ξ̃) = (I − ξA− ξ̃Ã)−1
A ≥ 0 , (14)

Ã(ξ, ξ̃) = (I − ξA− ξ̃Ã)−1
Ã ≥ 0 , (15)

e(ξ, ξ̃) = (I − ξA− ξ̃Ã)−1e ≥ 0 . (16)

Further, the additive method is said to be absolutely monotonic on a given set Ω ∈ R
2 if

it is absolutely monotonic at each (ξ, ξ̃) ∈ Ω.

Observe that for RK we work in R but additive RK methods we have to work in R
2.

For this reason we define the region and the curve of absolute monotonicity as follows.

Definition 3.3 [9, Definition 2.4] The region of absolute monotonicity, denoted byR(A, Ã),

is defined by

R(A, Ã) = { (r, r̃) | r ≥ 0 , r̃ ≥ 0 and (A, Ã) is a.m. on [−r, 0]× [−r̃, 0] } .
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Figure 1.— Curve of absolute monotonicity

The curve of absolute monotonicity, denoted by ∂R(A, Ã), is the frontier of the set

R(A, Ã) excluding the coordinate axis (see figure 1). If there is no r > 0, r̃ > 0 such

that (A, Ã) is absolutely monotonic on [−r, 0]× [−r̃, 0], we set ∂R(A, Ã) = (0, 0).

For additive RK methods, it is assumed that numerical monotonicity holds when

explicit Euler method is used for both functions f , f̃ , i.e. there exists some fixed τ0, τ̃0 > 0

such that

‖un + τ f(un)‖ ≤ ‖un‖ , ‖un + τ̃ f̃(un)‖ ≤ ‖un‖ . (17)

Under these assumptions, numerical monotonicity can be ensured for the additive RK

method (A, Ã) under the stepsize restriction

h ≤ min {r τ0, r̃ τ̃0} , (18)

where r and r̃ are such that the point (r, r̃) ∈ R(A, Ã) (see [9] for details). As it is proven

in [19], stepsize restriction (18) is optimal for the class of problems (17).

Monotonicity properties of numerical schemes have also been deeply studied in the

context of hyperbolic systems of conservation laws. In this setting, monotone schemes for

the Total Variation (TV) seminorm are known as Total Variation Diminishing (TVD) or

Strong Stability preserving methods (SSP). The class of ODEs considered in this context

arise from a method of lines approximation of this class of partial differential equations,

and a simple numerical example given in [5], shows that the use of non-SSP methods

for the time discretization of these ODEs has the potential to produce an undesirable

overshoot.

In the seminal paper [16], Shu & Osher consider SSP (or TVD) spatial discretizations

such that

‖un + h f(un)‖TV ≤ ‖un‖TV , h ≤ ∆tFE .

However, as the forward Euler method has the drawback of its low order of accuracy,

higher order SSP methods are of great interest, and over the last few years a great effort
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has been done to develop high order SSP methods ([16, 17, 6, 14, 15, 20], see [5, 18, 7]

for reviews on this topic). It is important to point out that explicit RK methods in [16]

are not written in the standard form (6)-(7), but as

u(1) = un

u(i) =
i−1
∑

k=1

(

αiku
(k) + h βikf

(

u(k)
))

, i = 2, . . . , s+ 1 (19)

un+1 = u(s+1)

where αik ≥ 0 for all i, j, and
∑i−1

k=1 αik = 1, i = 2, . . . , s+ 1. It is also imposed that

βi,j = 0 whenever αij = 0 . (20)

It is straightforward to check that, if βij ≥ 0, convex combinations of the forward

Euler method are obtained in (19). In this case, the new method will also be strongly

stable, with a modified step size restriction

h ≤ c∆tFE ,

where the CFL coefficient c is given by

c = min
ik

αik

βik

. (21)

Given a RK method in the Shu & Osher representation (19), if we denote by Λ = (αij),

Γ = (βij), it is not difficult to see that the Butcher matrix of the RK scheme is given by

A = (I − Λ)−1Γ; with this notation, the sign conditions on αij, βij imply that Λ ≥ 0,

Γ ≥ 0, the CFL coefficient in (21) is given by

Λ− cΓ ≥ 0 , (22)

and condition (20) trivially follows from (22).

However, as many authors have pointed out, given a RK method A, its representation

Λ,Γ is not unique. For this reason, as the CFL coefficient (21) depends on the representa-

tion available, a problem of great interest and deeply studied in the SSP community has

been how to obtain optimal representations. This problem was solved in [4, 8] where the

connection between optimal Shu & Osher representations (19) and the radius of absolute

monotonicity R(A) is given.

In the Shu & Osher representation, RK methods with R(A) = 0 require negative

coefficients βij . This is the case the classical fourth order four stage RK method, whose

Butcher coefficients are given by
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In [16] when a negative value βij is required, function f is replaced by an associated

operator f̃ corresponding to stepping backward in time. It is assumed that f̃ approximates

the same spatial derivatives as f and

‖un − h f̃(un)‖ ≤ ‖un‖ , for h ≤ ∆tFE , (23)

where the stepsize restriction ∆tFE is the stepsize restriction needed to obtain monotonic-

ity when the explicit Euler scheme is used for f in forward time,

‖un + h f(un)‖ ≤ ‖un‖ , for h ≤ ∆tFE . (24)

When negative values are required, the CFL coefficient with the Shu & Osher represen-

tations is computed from

c = min
ik

αik

| βik |
. (25)

See [16] for details.

For example, the four stages RK scheme is written in [16] as

u(1) = u(0)

u(2) = u(1) + 1
2
hf(u(1))

u(3) = 1
2
u(1) − 1

4
hf̃(u(1)) + 1

2
u(2) + 1

2
hf(u(2))

u(4) = 6431
80000

u(1) − 18769
160000

hf̃(u(1)) + 18769
80000

u(2) − 137
400

hf̃(u(2)) + 137
200

u(3) + hf(u(3))

u(5) = 1
3
u(2) + 1

6
hf(u(2)) + 1

3
u(3) + 1

3
u(4) + 1

6
hf(u(4))

(26)

In [8], Shu & Osher representations with negative coefficients were interpreted as

perturbations of the original RK method A with a perturbation matrix Ã. More precisely,

U = e⊗ un + h(A⊗ I)F (U) + h(Ã⊗ I)
(

F (U)− F̃ (U)
)

. (27)

We can separate the terms in f and f̃ and consider scheme (27) in additive form,

U = e⊗ un + h((A+ Ã)⊗ I)F (U)− h(Ã⊗ I)F̃ (U) .
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Observe that in this case we are assuming (23)-(24), and hence we have that τ0 = τ̃0 =

∆tFE . Applying the results for additive RK methods [9], we obtain monotonicity under

the stepsize restriction (see (18))

h ≤ r∆tFE ,

where r is such that (r, r) ∈ R(A+ Ã, Ã).

In particular, for scheme (26), after some manipulations, we obtain that it is of the

form (27) with coefficient matrices (A, Ã) given by

A =



















0
1
2

0

0 1
2

0

0 0 1 0
1
6

1
3

1
3

1
6

0



















, Ã =



















0

0 0

1/4 0 0
46169
160000

137
400

0 0
28723
160000

137
1200

0 0 0



















. (28)

With the notation of additive RK method, the point (0.685, 0.685) ∈ R(A + Ã, Ã), and

hence, for the perturbed RK method the CFL coefficient is 0.685.

The above examples show the potential of the study done in [9] for additive RK

methods, and how we can transfer these results to different kind of schemes whenever

they can be formally reinterpreted as additive RK methods. As we will see later on, these

ideas can be used to explain why some non-SSP methods may perform well on certain

classes of problems.

4 A simple example

As it has been pointed out above, the classical fourth order four stages RK scheme has

R(A) = 0, and therefore monotonicity (or contractivity, positivity) cannot be ensured for

the class of problems satisfying (12). However, in the context of positivity good results

have been reported for this method [12]. In fact, it is not difficult to construct simple

academic examples that give numerical positivity under nontrivial stepsizes.

Example 4.1 We consider the problem

y′(t) = y(t) (y(t)− 1) , y′(t0) = y0 ,

whose solution satisfies y(t) ∈ [0, 1] whenever y0 ∈ [0, 1]. It is easy to check that if

0 ≤ y ≤ 1, we obtain that

0 ≤ y + τ y (y − 1) ≤ 1 for all 0 ≤ τ ≤ 1 ,
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and hence this problem satisfies property (12) for τ0 = 1. Numerical positivity can be

ensured for RK methods with coefficient matrix A under the stepsize restriction

h ≤ R(A) .

However, for RK4 scheme, after some computations, we obtain that yn ∈ [0, 1] gives

yn+1 ∈ [0, 1] under the non-trivial stepsize restriction h ≤ 1.2956. �

In the next sections we give an explanation of this fact.

5 Main results

Given a RK method with coefficient matrix A, we can formally reinterpret it as an

additive RK method by splitting the coefficient matrix A. For example, if we split A as

A = A+ − A−, with A, Ã ≥ 0, the numerical scheme (8) can be written as

U = e⊗ un + h (A+ ⊗ I)F (U)− h (A− ⊗ I)F (U) , (29)

that can be interpreted as an additive RK scheme with coefficients A = A+, Ã = A−

applied to the functions f and −f . In this case, following the ideas used in [9], we can

rewrite the original RK method as

U = e(−r,−r̃)⊗un+(r A(−r,−r̃)⊗ I)

(

U +
h

r
F (U)

)

+
(

r̃ Ã(−r,−r̃)⊗ I
)

(

U −
h

r̃
F (U)

)

,

(30)

where e(−r, r̃), A(−r,−r̃) and Ã(−r,−r̃) are given by (14)-(16), and r, r̃ are such that

the matrix I + rA+ r̃ Ã is invertible.

If the sign conditions (14)-(16) hold for e(−r, r̃), A(−r, r̃) and Ã(−r, r̃), expression (30)

is simply a convex combination of forward and backward Euler steps. Hence, imposing

property P for explicit Euler steps for f and −f with coefficients τ
+
, τ

−

respectively, we

can obtain preservation of property P under a stepsize restriction of the form (18),

h ≤ min
{

r τ
+
, r̃ τ

−

}

, (31)

where r and r̃ are such that the point (r, r̃) ∈ R(A+,A−).

From (31), the minimum value is obtained when r τ
+

= r̃ τ
−

. Hence, we can take

r̃ = r τ
+
/τ

−

and compute the largest value r such that
(

r, r
τ
+

τ
−

)

∈ R(A+,A−) .

Proceeding in this way, (31) is h ≤ r τ
+
. Observe that r depends on τ

+
/τ

−

, and hence, if

we denote by y = τ
+
/τ

−

, we obtain the stepsize restriction

h ≤ r(y) τ
+
. (32)
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We have finished if for each y = τ
+
/τ

−

we are able to compute a value r(y) and

a splitting A+, A−, such that the point (r(y), r(y) y) belongs to the region of absolute

monotonicity of (A+,A−), i.e.

(r(y), r(y) y) ∈ R(A+,A−) .

Furthermore, by (32), we are interested in the largest value r(y).

Observe that we have not modified the original scheme and hence, if the problem

function f has the desired property for explicit Euler method not only in forward time

but also in backward time, and the numerical method has splittings that lead to conditions

(14)-(16), we can observe good results for larger stepsize restrictions.

With the notation of section 1, in the above analysis we are not considering the class

C = { problems with property P for Euler steps in forward time }

but the subclass

C̃ = { problems with property P for Euler steps in forward and backward time } .

This idea can also been used for implicit-explicit Runge-Kutta methods [1].

We finish this section pointing out that this way of proceeding is closely related to

the one followed by Shu & Osher in [16] when negative coefficients βij are required. The

difference is that with our approach (29), due to the good properties of f , we do not need

to use a different operator f̃ .

6 A simple example (revisited)

We can now explain the good results obtained in section 4. The first step is to check

if we have property P for −f . In this case, it is easy to check that

0 ≤ y − τ y (y − 1) ≤ 1 for all 0 ≤ τ ≤ 1 ,

and hence we obtain τ
−

= 1.

The next step is to study the used scheme, RK4 in this case. Using a numerical

optimization method, we have obtained for each y the largest value r(y) such that there

is a splitting A+, A−, with

(r(y), r(y) y) ∈ R(A+,A−) .

In this process we have used the results in (see [8, p. 939]) that establish the compulsory

nonzero elements in matrix A− to obtain non trivial regions R(A+,A−), namely, the

elements a31, a41, a51, a42, a52. The values obtained are shown in figure 2.
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Figure 2.— Function r(y) in (23), with y = τ
+
/τ

−

In particular, we get r(1) = 0.685, and hence we obtain property P under the non-

trivial stepsize restriction h ≤ 0.685 (see (32)). Although this bound is not sharp for this

problem, it is better than the trivial one obtained from R(A) (see (11)).

Observe that we have the same CFL coefficient obtained for the Shu & Osher repre-

sentation (26). The splitting of the matrix A obtained for y = 1 is

A+ =



















0 0 0 0 0

0.5 0 0 0 0

0.2142 0.5 0 0 0

0.2640 0.3425 1. 0 0

0.2295 0.3727 0.3333 0.1667 0



















, A− =



















0 0 0 0 0

0 0 0 0 0

0.2142 0 0 0 0

0.2640 0.3425 0 0 0

0.0628 0.0394 0 0 0



















.

If we compare these matrices with the ones obtained with the perturbed method (28),

A+Ã =



















0 0 0 0 0

0.5 0 0 0 0

0.25 0.5 0 0 0

0.2886 0.3425 1. 0 0

0.3462 0.4475 0.3333 0.1667 0.



















, Ã =



















0 0 0 0 0

0 0 0 0 0

0.25 0 0 0 0

0.2886 0.3425 0 0 0

0.1795 0.1142 0 0 0



















.

we observe that they are different but some values are exactly the same. This fact shows

that there is not uniqueness of splittings/perturbations for a given method to achieve the

maximum stepsize restriction.

We should point out that for y = 0 we obtain r(0) = 1. However, as the value y = 0

corresponds to τ
+
= 0, the stepsize restriction in (23) is trivial.
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Finally, we would like to remark that for our problem we have τ
+
= τ

−

= 1, but the

analysis done is valid for other values. We simply have to compute the ratio y = τ
+
/τ

−

,

and the corresponding value r(y) to obtain the stepsize restricion (23).

7 Conclussions and forthcoming work

In this paper we have studied why, in the context of positivity, RK4 scheme gives good

results for some problems. The results obtained strongly rely on the concept of region of

absolute monotonicity for additive RK methods.

Although we have focused on positivity, the analysis done is valid for other properties

P. The basic requirement for the function problem f is the fulfillment of property P for

explicit Euler method in forward and backward time.

We have centered on RK4 scheme, but the study can be also done for some other well

known methods, both implicit and explicit.
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